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Abstract—Given a set of data points on a Grassmann manifold sufficiently close to each other, one way to define their centroid or geometric mean is via the minimizer of a certain cost function. If one chooses the cost as the sum of squared geodesic distances between a given point and all the data points we end up with the definition of the Karcher mean. In this paper we analyze the critical points for this cost function.

I. INTRODUCTION

In recent years numerical methods for the computation of means on differentiable manifolds have awoken increased interest. Since the seminal paper by Karcher, cf. [13], several papers have been published, emphasizing mainly differential geometric aspects as well as statistical applications in connection with convexity concepts, cf. [8], [14], [15], to cite just a few. The reason for new interest into the topic of computing averages, means or the like on differentiable manifolds, lies in the fact, that in applications, noise is often an intrinsic obstacle during the process of measurement. In modern engineering applications state variables as well as other observables do not lie necessarily in a vector space. Instead, they might be elements of a nonlinear differentiable manifold. This often requires the generalization of the concept of means and other statistical tools, now also from a computational point of view.

There has been done already a lot in this direction. We mention computer graphics, cf. [7], pose estimation in robotics, DNA-modeling, signal processing, cf. [18], variational problems, cf. [16], and more recently also in medical imaging, computer vision and distributed consensus problems [21], [22], [23].

In this paper we discuss the computation of the Karcher mean on the real Grassmann manifold. Only a little has been done in this direction for this important compact symmetric space, see however [10] or [2]. The Riemannian geometry of this manifold is exploited to derive explicit formulas for the exponential map and its inverse. The critical point set of the distance function related to the Karcher mean is computed. To derive a gradient or Newton-like algorithm is then straightforward.

II. THE GRASSMANN MANIFOLD

Recall, that the Grassmann manifold \( \text{Gr}_{m,n} \) is defined as the set of \( m \)-dimensional \( \mathbb{R} \)-linear subspaces of \( \mathbb{R}^n \). It is a smooth, compact manifold and provides a natural generalization of the familiar projective spaces. Thus we define the Grassmannian as

\[ \text{Gr}_{m,n} := \{ P \in \mathbb{R}^{n \times n} | P^\top = P, P^2 = P, \text{tr} P = m \} \]

the manifold of rank \( m \) symmetric projection operators of \( \mathbb{R}^n \); see [11] for the construction of a natural bijection with the Grassmann manifold and a proof that it defines a diffeomorphism. Let

\[ \text{Sym}_n := \{ S \in \mathbb{R}^{n \times n} | S^\top = S \} \]

and

\[ \mathfrak{s}_n := \{ \Omega \in \mathbb{R}^{n \times n} | \Omega^\top = -\Omega \} \]

denote the vector spaces of real symmetric and real skew-symmetric matrices, respectively.

Theorem 1: (a) The Grassmannian \( \text{Gr}_{m,n} \) is a smooth, compact submanifold of \( \text{Sym}_n \) of dimension \( m(n - m) \).

(b) The tangent space of \( \text{Gr}_{m,n} \) at an element \( P \in \text{Gr}_{m,n} \) is given as

\[ T_P \text{Gr}_{m,n} = \{ [P, \Omega] | \Omega \in \mathfrak{s}_n \} \]  

Here \( [P, \Omega] := P \Omega - \Omega P \) denotes the matrix commutator (Lie bracket). For any \( P \in \mathbb{R}^{n \times n} \) let

\[ \text{ad}_P : \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n \times n}, \quad \text{ad}_P(X) := [P, X] \]

There are at least two natural Riemannian metrics defined on the Grassmannian \( \text{Gr}_{m,n} \), the induced Euclidean metric and the normal metric, cf. e.g. [11] or [17].

The Euclidean Riemannian metric on \( \text{Gr}_{m,n} \) is defined by the Frobenius inner product on the tangent spaces

\[ \langle X, Y \rangle := \text{tr}(XY) \]

for all \( X, Y \in T_P \text{Gr}_{m,n} \) which is induced by the embedding space \( \text{Sym}_n \).

The normal Riemannian metric has a somewhat more complicated definition. Consider the surjective linear map

\[ \text{ad}_P : \mathfrak{s}_n \rightarrow T_P \text{Gr}_{m,n}, \quad \Omega \mapsto [P, \Omega] = \text{ad}_P \Omega \]

with kernel

\[ \ker \text{ad}_P = \{ \Omega \in \mathfrak{s}_n | P \Omega = \Omega P \} \]

We regard \( \mathfrak{s}_n \) as an inner product space, endowed with the Frobenius inner product \( \langle \Omega_1, \Omega_2 \rangle = \text{tr}(\Omega_1^\top \Omega_2) = -\text{tr}(\Omega_2^\top \Omega_1) \). Then \( \text{ad}_P \) induces an isomorphism of vector spaces

\[ \tilde{\text{ad}}_P : (\ker \text{ad}_P)^\perp \rightarrow T_P \text{Gr}_{m,n} \]
and therefore induces an isometry of inner product spaces, by defining an inner product on $T_P G_{m,n}$ via
\[
\langle (X,Y) \rangle_P := -\text{tr}(\tilde{ad}_P^{-1}(X)\tilde{ad}_P(Y)).
\] (10)

Note, that this inner product on $T_P G_{m,n}$, called the normal Riemannian metric, might vary with the basepoint $P$. Luckily, the situation is better than one would expect, as Proposition 1 below shows.

**Proposition 1:** The Euclidean and normal Riemannian metrics on the Grassmannian $G_{m,n}$ coincide, i.e. for all $P \in G_{m,n}$ and for all $X,Y \in T_P G_{m,n}$ we have
\[
\text{tr}(X^\top Y) = -\text{tr}(\tilde{ad}_P^{-1}(X)\tilde{ad}_P(Y)).
\] (11)

Since these two Riemannian metrics on the Grassmann coincide, they also define the same geodesics. Thus, in the sequel, we focus on the Euclidean metric. Note, that the above result is not true for arbitrary flag manifolds and in fact, the geodesics are then different for the two metrics. The following result characterizes the geodesics on $G_{m,n}$.

**Theorem 2:** The geodesics of $G_{m,n}$ are exactly the solutions of the second order differential equation
\[
\ddot{P} + [P,[P,P]] = 0.
\] (12)

The unique geodesic $P(t)$ with initial conditions $P(0) = P_0 \in G_{m,n}$, $\dot{P}(0) = \dot{P}_0 \in T_{P_0} G_{m,n}$ is given by
\[
P(t) = e^{t[\dot{P}_0,P_0]} P_0 e^{-t[\dot{P}_0,P_0]}.
\] (13)

**III. GEOIDES DISTANCE ON THE GRASSMANNIAN**

The above explicit formula for geodesics leads to the following formula for the geodesic distance between two points on a Grassmannian. We omit the simple proof; see also [1] for a slightly different formula which is only valid on an open and dense subset of the Grassmannian.

**Corollary I:** Let $P,Q \in G_{m,n}$. Given any $\Theta \in SO_n$ such that
\[
P = \Theta^\top \begin{bmatrix} I_m & 0 \\ 0 & 0 \end{bmatrix} \Theta.
\]

We might choose $\Theta$ such that
\[
\begin{bmatrix} \Lambda & A \\ -A^\top & \Sigma \end{bmatrix} := \Theta \Omega \Theta^\top
\]
with diagonal $\Lambda$ and diagonal $\Sigma$. Let $1 \geq \lambda_1 \geq \cdots \geq \lambda_m \geq 0$ denote the eigenvalues of $\Lambda$. The squared geodesic distance of $P$ to $Q$ in $G_{m,n}$ is given by
\[
\text{dist}^2(P,Q) = 2 \sum_{i=1}^m \arccos^2(\sqrt{\lambda_i}).
\] (14)

Alternatively, let $1 \geq \sigma_1 \geq \cdots \geq \sigma_{n-m} \geq 0$ denote the eigenvalues of $\Sigma$. Then
\[
\text{dist}^2(P,Q) = 2 \sum_{i=1}^{n-m} \arcsin^2(\sqrt{\sigma_i}).
\] (15)

In particular, if $P,Q \in G_{m,n}$ with $Q = YY^\top, Y^\top Y = I_m$, then
\[
\text{dist}^2(P,Q) = 2 \text{tr}\left(\arccos^2((Y^\top PY)^{1/2})\right).
\] (16)

Note that formula (15) is more efficient in the case $2m > n$. Note also that our formulas imply that the maximal length of a simple closed geodesic in $G_{m,n}$ is $\sqrt{2m} \cdot \pi$ for $2m \leq n$ and $\sqrt{2(n-m)} \cdot \pi$ for $2m > n$. Unfortunately, none of the formulas (14)-(16) is very well suited for a discussion of critical points.

**IV. CRITICAL POINTS OF THE GEODESIC DISTANCE**

Let $P,Q \in G_{m,n}$ and assume for the moment that $Q = \begin{bmatrix} I_m & 0 \\ 0 & 0 \end{bmatrix}$. Assume further that $P$ is sufficiently close to $Q$, i.e., that there exists a unique $Z = Z(P) \in \mathbb{R}^{(n-m) \times n}$ such that
\[
P = \exp\left(\text{ad}_{\begin{bmatrix} 0 & -Z^\top \\ Z & 0 \end{bmatrix}}\right) \begin{bmatrix} I_m & 0 \\ 0 & 0 \end{bmatrix}.
\] (17)

For simplicity, we consider first
\[
f : G_{m,n} \to \mathbb{R}, \quad P \mapsto \text{tr}\left(\begin{bmatrix} 0 & Z^\top \\ Z & 0 \end{bmatrix}\right)^2.
\] (18)

Note that
\[
f(P) = \text{dist}^2(P,Q) = -\text{tr}\left(\begin{bmatrix} 0 & -Z^\top \\ Z & 0 \end{bmatrix}\right)^2 = 2 \text{tr}(Z^\top Z)
\]
\[
= -\text{tr}\left(\begin{bmatrix} I_m & 0 \\ 0 & 0 \end{bmatrix} \text{ad}_Z \begin{bmatrix} I_m & 0 \\ 0 & 0 \end{bmatrix}\right),
\] (19)

where $Z$ has to be considered as the unique solution of (17), i.e. as a function of $P$. Let
\[
Z := \begin{bmatrix} 0 & -Z^\top \\ Z & 0 \end{bmatrix}.
\] (20)

In the sequel we will use for the directional derivative the abbreviation $Z' := D Z(P) P'$, with $P' \in T_P G_{m,n}$ and we use $Z'$ accordingly. Consequently,
\[
\text{D} f(P) P' = 4 \text{tr} Z^\top Z' = -2 \text{tr}(Z Z')
\]
\[
= -2 \text{tr}\left(\begin{bmatrix} I_m & 0 \\ 0 & 0 \end{bmatrix} \text{ad}_Z \begin{bmatrix} I_m & 0 \\ 0 & 0 \end{bmatrix}\right).
\] (21)

We need an expression for $\text{ad}_Z$. Taking the derivative of (17) with respect to $P$ in direction $P'$ gives
\[
P' = e^{\text{ad}_Z} \left(\left(\begin{array}{cc} -e^{-\text{ad}_Z} & \text{ad}_Z \\ \text{ad}_Z & -e^{-\text{ad}_Z} \end{array}\right) \begin{bmatrix} I_m & 0 \\ 0 & 0 \end{bmatrix}\right).
\] (22)

By parallel transporting $\begin{bmatrix} 0 & K^\top \\ K & 0 \end{bmatrix} \in T_Q G_{m,n}$ along the unique geodesic connecting $Q$ and $P$ with respect to the Riemannian connection, cf. [12], it is easily seen that $P' \in T_P G_{m,n}$ has the representation
\[
P' = e^{\text{ad}_Z} \begin{bmatrix} 0 & K^\top \\ K & 0 \end{bmatrix}
\] (23)

with $K \in \mathbb{R}^{(n-m) \times m}$. Using
\[
K := \begin{bmatrix} 0 & -K^\top \\ K & 0 \end{bmatrix}
\] (24)

and (23) a somewhat lengthy computation including the decomposition of the function $x \mapsto -\frac{e^{-x}}{x} - \frac{1}{x \cdot \cosh x}$ into even and odd part shows that (22) is equivalent to
\[
\begin{bmatrix} 0 & K^\top \\ K & 0 \end{bmatrix} = \text{ad}_K \begin{bmatrix} I_m & 0 \\ 0 & 0 \end{bmatrix} = \left(\frac{\sinh \text{ad}_Z}{\text{ad}_Z} \text{ad}_Z\right) \begin{bmatrix} I_m & 0 \\ 0 & 0 \end{bmatrix}.
\] (25)

By assumption on $P$ being close enough to $Q = \begin{bmatrix} I_m & 0 \\ 0 & 0 \end{bmatrix}$, the selfadjoint operator $\frac{\sinh \text{ad}_Z}{\text{ad}_Z}$ is invertible. By exploiting the representation property of the ad-operator, i.e. $[\text{ad}_X,Y] = \text{ad}[X,Y]$ as well as linearity we can conclude that (25) is equivalent to
\[
Z' = \left(\frac{\sinh \text{ad}_Z}{\text{ad}_Z}\right)^{-1} K.
\] (26)
In summary,
\[
\begin{align*}
Df(P)P' &= -2 \text{tr}\left( \begin{bmatrix} I_n & 0 \\ 0 & 0 \end{bmatrix} \text{ad}_Z \left( \frac{\sinh(\text{ad}_Z)}{\text{ad}_Z} \right)^{-1} \begin{bmatrix} I_n & 0 \\ 0 & 0 \end{bmatrix} \right) \\
&= 2 \text{tr}\left( \begin{bmatrix} 0 & I_n \\ I_n & 0 \end{bmatrix} Z \left( \text{ad}_\xi \xi_i, Q_i \right)^2 \right) \\
&= -2 \text{tr}\left( Z \left( \frac{\sinh(\text{ad}_Z)}{\text{ad}_Z} \right)^{-1} K \right).
\end{align*}
\]

Therefore, by the self-adjointness of the operator \( \left( \frac{\sinh(\text{ad}_Z)}{\text{ad}_Z} \right)^{-1} \) and \( x \mapsto \frac{x}{\sinh x} \) being an even function,
\[
Df(P) = 0 \iff Z^T K = 0 \quad \text{for all } K \in \mathbb{R}^{(n-m)\times m}.
\]

Let \( Q \in Gr_{m,n} \) be arbitrary now and let \( P \) again be sufficiently close to \( Q \). We can therefore express \( P = e^{\xi_i, Q_i} Q e^{-\xi_i, Q_i} \) for unique \( \xi_i \in T_Q Gr_{m,n} \). Consider
\[
f : Gr_{m,n} \to \mathbb{R}, \quad P \mapsto \text{tr} \xi^\top_i = \text{dist}^2(P, Q).
\]

Then by invariance
\[
Df(P) = 0 \iff \xi = 0.
\]

V. MEANS ON THE GRASSMANNIAN

We now consider a geodesically convex open ball \( B \subset Gr_{m,n} \) containing several data points \( Q_i \), \( i = 1, \ldots, n \). Obviously, for each \( i \) there exists a unique \( \xi_i \in T_{Q_i} Gr_{m,n} \) with
\[
P = e^{\text{ad}_{[\xi_i, Q_i]} Q_i}.
\]

Let
\[
f : B \to \mathbb{R}, \quad P \mapsto \sum_i \text{tr} \xi_i^\top_i = \sum_i \text{dist}^2(P, Q_i) = -\sum_i \text{tr} Q_i \text{ad}_{[\xi_i, Q_i]} Q_i.
\]

As a straightforward generalization of the above results we get the well-known fact that
\[
Df(P) = 0 \iff \sum_i \xi_i = 0.
\]

The interpretation of this condition is easily understood. Let \( P \) be the unique critical point of \( f \) on \( B \). Attaching Riemannian normal coordinates around \( P \) tells us that in this chart the origin (i.e. \( P \)) is equal to the usual Euclidean geometric mean of all the data points \( Q_i \), expressed in exactly this chart.

**Theorem 3:** The Riemannian gradient, with respect to the normal Riemannian (Euclidean) metric, of the function \( f \), defined by (32), is as
\[
\text{grad} f(P) = 2 \sum_i \text{ad}_{[\xi_i, Q_i]} P.
\]