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Abstract— Consensus for networked control systems has a
significant application in civil and military applications, while
most of the literature focus on the research of consensus
for the networked control system with ideal measurements.
However, in practice, those assumptions can not be guaranteed
properly. Due to the communication link and information
storage memory limitations, quantization consensus is more
reasonable for the networked control system since the quantized
values are less ideal than the perfectly measured values and
much more easier to access and transmit in practice. In this
paper, we present a novel quantized consensus protocol for
the networked control system and prove that near-consensus
is achieved under this protocol. To obtain the exact-consensus
for the quantized system, a distributed consensus algorithm
is further investigated. Finally, the Matlab simulations are
provided to verify our theoretical results.

I. I NTRODUCTION

Motivated by the common nature behaviors, such as birds
and fish which can achieve formations with their information
interaction, more and more research focuses on the study
of networked behaviors by mimicking the same phenomena
exhibited from the nature. Consensus is one of such emerging
behaviors for the networked control system, which means
that for each agent of the system, with the information inter-
action with its neighbors, the state of each agent can achieve
the same value [1]. On the other hand, near-consensus is
a comparably weak definition of consensus, which means
the state of each agent goes into the same bounded set
[3]. There are so many works investigating the consensus
problem for the networked control system with ideal measure
condition. For example, the first-order system’s consensus
property is widely studied in [6], [17], the consensus problem
with the second-order system is investigated by [5], [17],
and the average consensus is achieved for the position
and velocity. Furthermore, instead of studying the linear
consensus problem, the nonlinear consensus system attracts
more and more attention. In particular, [4] provides a novel
stability property for the nonlinear networked control system
to achieve consensus, i.e., semistabiliy, unlike asymptotic
stability, Lyapunov stability for autonomous dynamical sys-
tems does not imply the existence of a continuous Lyapunov
function, the semistabiliy does imply the existence of a
continuous Lyapunov function.

However, with the limited communication link and the
limited storage memory, the dynamical system cannot access,
store and process the full information from its neighbors. So
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the quantized consensus must be taken into account. Quan-
tized consensus by means of gossip algorithms is fully stud-
ied in [8], and also the expected value of the time at which
the quantized consensus is reached is considered in [9]. [10]
investigated the synchronization of passifiable Lurie systems
with limited-capacity communication channel, in which an
output-feedback control law is proposed. It is shown that the
synchronization error exponentially tends to zero. Moreover,
[3] developed asymmetrically and symmetrically quantized
consensus protocols for the networked control system that
involve the only exchange of quantized information between
the agents, and guarantee that the closed-loop dynamical
network is Lyapounov stable and convergent to a particular
set in finite time. This paper extends the results in [3]
from continuous-time dynamical systems to discrete-time
dynamical systems. By focusing on quantized consensus for
discrete-time dynamical systems and iterations, a quantized
consensus protocol is presented for the networked control
system, and the overall system achieves near-consensus. On
the other hand, to obtain the exact-consensus, we present
a novel distributed iteration algorithm for the networked
control system. Finally, the simulation results are provided
to verify our theoretical analysis.

The organization of this paper is as follows: In Section
II, the basic knowledge of graph theory and quantizers
is provided. The main result of the paper is presented in
Section III. In Subsection III-A, the quantized consensus
protocol is investigated and the near-consensus is achieved
for the networked control system under such a protocol. To
obtain the exact-consensus, the quantized distributed iteration
algorithm is studied in Subsection III-B. Moreover, the
Matlab simulations are provided in Section IV to verify our
theoretical analysis. Finally, Section V concludes the paper
and the further work is also suggested.

II. M ATHEMATICAL PRELIMINARIES

A. Graphs

Graph theory is a powerful tool to investigate the net-
worked control systems. In this paper, we use the graph
related notation to describe our network model. More specif-
ically, let G = (V , E , A ) denote an undirected graph with
the set of verticesV

.
= {v1, v2, v3, ...} and E ⊆ V × V

represent the set of edges. The matrixA with nonnegative
adjacency elementsai,j serves as the weighted adjacency
matrix. The node index of theG is denoted as a finite
index setN = {1, 2, 3, ...}. An edge ofG is denoted by
ei,j = (Vi, Vj) and the adjacency elements associated with
the edges are positive. We assumeei,j ∈ E ⇔ ai,j = 1 and
ai,i = 0 for all i ∈ N .
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If there is a path from any node to any other node in the
graph, then we call the graph isconnected. Next, we define
the connectivity matrixC for the graph.

Definition 2.1:

C(i,j) ,

{

0, if (i, j) 6∈ E ,
1, otherwise,

i 6= j, i, j = 1, . . . , n, (1)

C(i,i) , −
n

∑

k=1, k 6=i

C(i,k), i = 1, . . . , n. (2)

In this paper, we always assume that the topology of the
multi-agent system is connected.

B. quantizer

we use the one-parameter family of quantizersqµ(x) ,

µq (x/µ) , where µ > 0 is an adjustable parameter. In
general,µ = µ(t, x) can be a function of discrete-time instant
t ∈ Z+ and x. In this research, we only consider the case
whereµ is a constant.

In this paper, we consider the quantizer with rectangular
quantization regions. More specifically, letq(x) be the fol-
lowing form

q(x) =







M, if x ≥ M∆,
−M, if x ≤ −M∆,
bx/∆c, if |x| < M∆,

(3)

where 0 < M ≤ ∞ and if M < ∞, then M ∈ Z+,
andb·c denotes the floor function which returns the greatest
integer less than or equal to a given real number. Thus, on
the interval(k∆, (k + 1)∆) of length∆, wherek ∈ Z and
−M ≤ k ≤ M , the functionq takes on the valuek. In this
paper, we always assume thatM = ∞ for simplicity. For
two signalsx andy, the inner-signal quantizationis defined
to be the error of two quantized signalsqµ(x), qµ(y), that is,
±(qµ(x) − qµ(y)).

III. M AIN RESULT

A. Inner-Signal Quantization Protocol

In this subsection, we consider the following consensus
protocol with inner-signal quantization given by

xi(t + 1) = xi(t) +

n
∑

j=1,j 6=i

C(i,j)K

[qµ(xj(t)) − qµ(xi(t))]

= xi(t) +
n

∑

j=1,j 6=i

C(i,j)µK

(⌊

xj(t)

µ∆

⌋

−

⌊

xi(t)

µ∆

⌋)

where t ∈ Z+ is a nonnegative integer,K > 0, and we
will call (4) Quantized Consensus System 1. Furthermore,
the near-consensus set for the networked control system is
defined as follows:

Ess1 ,

{

x ∈ R
n

+ : qµ(x1(t)) = · · · = qµ(xn(t)) = k
}

(4)

where∀k ∈ Z+.

Lemma 3.1:Assume thatC = CT and rankC = n − 1.
If 0 < K ≤ ∆

2 , then Quantized Consensus System 1is
positively bounded.

Proof: Consider the nonnegative functionV (x) given
by

V (x) = xTx. (5)

Let h(xi) , bxi/µ∆c. Then

V (x(t + 1)/(µ∆)) − V (x(t)/(µ∆))

= 2

n
∑

i=1

xi(t)

n
∑

j=1,j 6=i

C(i,j)
K

∆
(h(xj(t)) − h(xi(t)))

+
n

∑

i=1





n
∑

j=1,j 6=i

C(i,j)
K

∆
(h(xj(t)) − h(xi(t)))





2

≤
2K

∆

n
∑

i=1

hi(t)

n
∑

j=1,j 6=i

C(i,j)[h(xj(t)) − h(xi(t))]

+
2K

∆

n
∑

i=1

∑

j∈Ki

|h(xj(t)) − h(xi(t))|

+
2K2

∆2

n
∑

i=1

∑

j∈Ki

[h(xj(t)) − h(xi(t))]
2

= −
2K

∆

n
∑

i=1

∑

j∈Ki

[h(xj(t)) − h(xi(t))]
2

+
2K

∆

n
∑

i=1

∑

j∈Ki

|h(xj(t)) − h(xi(t))|

+
2K2

∆2

n
∑

i=1

∑

j∈Ki

[h(xj(t)) − h(xi(t))]
2

=

n
∑

i=1

∑

j∈Ki

[

−
2K

∆
+

2K2

∆2

]

[h(xj(t)) − h(xi(t))]
2

+
2K

∆

n
∑

i=1

∑

j∈Ki

|h(xj(t)) − h(xi(t))| (6)

where Ki , Ni\
⋃i−1

l=1{l} and Ni , {j ∈ {1, . . . , n} :
C(i,j) = 1}. If |h(xj(t)) − h(xi(t))| = 0, it is easy to verify
that(6) = 0, if not, put |h(xj(t))−h(xi(t))| = s with s > 2
for n > 3, then (6) goes as

[

−
2K

∆
+

2K2

∆2

]

s2 +
2K

∆
s (7)

To satisfy(6) ≤ 0, then

−
2K

∆
+

2K2

∆2
≤ 0 (8)

(

−
2K

∆
+

2K2

∆2

)

× 4 +
2K

∆
× 2 ≤ 0 (9)

we can get that that0 < K ≤ ∆
2 . Thus, it follows that

Quantized Consensus System 1is positively bounded.
Lemma 3.2:ConsiderQuantized Consensus System 1. As-

sume thatC = CT and rankC = n−1. Then for0 < K ≤ ∆
2 ,

x(t) → Ess1 as t → ∞.
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Proof: Consider the nonnegative functionV (x) given
by (5). Then it follows from (6) that

V (x(t + 1)/(µ∆)) − V (x(t)/(µ∆))

≤
n

∑

i=1

∑

j∈Ki

[

−
2K

∆
+

2K2

∆2

]

[h(xj(t)) − h(xi(t))]
2

+
2K

∆

n
∑

i=1

∑

j∈Ki

|h(xj(t)) − h(xi(t))| (10)

and on the other hand,

V (x(t + 1)/(µ∆)) − V (x(t)/(µ∆))

≥
n

∑

i=1

∑

j∈Ki

[

−
2K

∆
+

2K2

∆2

]

[h(xj(t)) − h(xi(t))]
2

−
2K

∆

n
∑

i=1

∑

j∈Ki

|h(xj(t)) − h(xi(t))| (11)

Since,s is an integer, thens = 0 is the only solution for the
equation:

[

−
2K

∆
+

2K2

∆2

]

s2 +
2K

∆
s = 0 (12)

[

−
2K

∆
+

2K2

∆2

]

s2 −
2K

∆
s = 0 (13)

Hence,V (x(t+1)/(µ∆))−V (x(t)/(µ∆)) = 0 if and only if
h(vj) = h(vi) for all i = 1, . . . , n, j ∈ Ki. LetR , {x(t) ∈
R

n : V (x(t+1)/(µ∆))−V (x(t)/(µ∆)) = 0} = R1, where

R1 , {x ∈ R
n : h(x1) = · · · = h(xn)} (14)

Clearly,R1 = Ess1 andEss1 is an invariant set for (4). Hence,
the largest invariant set contained inR1 is Ess1. Now, it
follows from LaSalle invariance principle thatx(t) → Ess1

as t → ∞.
Theorem 3.1:Assume thatC = CT and rankC = n − 1.

Furthermore, let0 < K ≤ ∆
2 . Then Quantized Consensus

System 1achieves near quantized consensus.
This theorem implies that near-consensus is achieved for

Quantized Consensus System 1, andxi ∈ [k, k+1] for all i =
1, . . . , q. However, the state variablesxi are not necessarily
equal, which is weaker than the standard notion of consensus
in the literature.

Instead of the floor function quantizer forQuantized
Consensus System 1, we can obtain the similar result by
adopting the ceiling function quantizer.

Corollary 3.1: Assume thatC = CT and rankC = n − 1.
Furthermore, let0 < K ≤ ∆

2 . Then Quantized Consensus
System 1can achieve the quantized consensus under the
ceiling function quantizer.

Proof: The proof of this corollary is almost identical
to that of Theorem 3.1. Therefore, we omit the proof here.

B. Distributed Quantized Iteration Algorithm

Al ternatively, we consider the consensus protocol with a
distributed quantized iteration algorithm given by

xi(t + 1) = qµ(xi(t)) +
∑

C(i,j)K

[qµ(xj(t)) − qµ(xi(t))]

= µ

⌊

xi(t)

µ∆

⌋

+
∑

C(i,j)µK

(⌊

xj(t)

µ∆

⌋

−

⌊

xi(t)

µ∆

⌋)

wheret ∈ Z+ is a nonnegative integer andK > 0. We call
(15) Quantized Consensus System 2, and furthermore, define

Ess2 ,

{

x ∈ R
n

+ : x1/(µ∆) = · · · = xn/(µ∆) = k
}

(15)

where ∀k ∈ Z+, which is the exact-consensus for the
networked control system.

Definition 3.1: Quantized Consensus System 2achieves
exact-quantized consensuswith respect toR

n

+ if (15) is
positively bounded andx(t) → Ess2 as t → ∞ for every
x(0) ∈ R

n

+.
Lemma 3.3: If K and∆ satisfy

K

∆

n
∑

j=1,j 6=i

C(i,j) ≤ 1, (16)

then for everyx(0) ∈ R
n

+, x(t) ∈ R
n

+ for all t ∈ Z+.
Proof: The result is trivial by mathematical induction.

Lemma 3.4:Assume thatC = CT and rankC = n − 1.
Let ni ≥ 1 be the number of neighbors of theith agent in
the case whereG is a graph. IfK < ∆ and niK ≤ ∆ for
all i, j = 1, . . . , n, i 6= j, then (15) is positively bounded.

Proof: Consider the nonnegative functionV (x) given
by

V (x) = xTx. (17)

Let h(xi) , bxi/µ∆c. Then

V (x(t + 1)/(µ∆)) − V (x(t)/(µ∆))

= 2
n

∑

i=1

h(xi(t))
n

∑

j=1,j 6=i

C(i,j)
K

∆
(h(xj(t)) − h(xi(t)))

+

n
∑

i=1





n
∑

j=1,j 6=i

C(i,j)
K

∆
(h(xj(t)) − h(xi(t)))





2

+
n

∑

i=1

(h(xi(t)))
2 −

n
∑

i=1

(xi(t)/(µ∆))2

≤ 2

n
∑

i=1

h(xi(t))

n
∑

j=1,j 6=i

C(i,j)
K

∆
(h(xj(t)) − h(xi(t)))

+

n
∑

i=1





n
∑

j=1,j 6=i

C(i,j)
K

∆
(h(xj(t)) − h(xi(t)))





2
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≤ −
2K

∆

n
∑

i=1

∑

j∈Ki

[h(xj(t)) − h(xi(t))]
2

+
K2

∆2

n
∑

i=1

∑

j∈Ki

[h(xj(t)) − h(xi(t))]
2

= −
2K

∆

n
∑

i=1

∑

j∈Ki

[

1 −
K

∆

]

[h(xj(t)) − h(xi(t))]
2

≤ 0 (18)

provided thatK < ∆, niK ≤ ∆, i, j = 1, . . . , n, i 6=
j, and x(0) ∈ R

n

+, whereKi , Ni\
⋃i−1

l=1{l} and Ni ,

{j ∈ {1, . . . , n} : C(i,j) = 1}. Thus, it follows that (15) is
positively bounded.

Lemma 3.5:ConsiderQuantized Consensus System 2. As-
sume thatC = CT and rankC = n− 1. Furthermore, assume
K < ∆ and niK ≤ ∆, i, j = 1, . . . , n, i 6= j. Then
x(t) → Ess2 as t → ∞ for everyx(0) ∈ R

n

+.
Proof: Consider the nonnegative functionV (x) given

by (17). Then it follows from (18) thatV (x(t+1)/(µ∆))−
V (x(t)/(µ∆)) ≤ 0 provided thatK < ∆, niK ≤ ∆, i, j =
1, . . . , n, i 6= j, andx(0) ∈ R

n

+. Next, to show thatx(t) →
Ess2 as t → ∞, note that

V (x(t + 1)/(µ∆)) − V (x(t)/(µ∆))

≥ −
2K

∆

n
∑

i=1

∑

j∈Ki

[h(vj(t)) − h(vi(t))]
2

+

n
∑

i=1

(h(vi(t)))
2 −

n
∑

i=1

(vi(t)/(µ∆))2 (19)

and

V (x(t + 1)/(µ∆)) − V (x(t)/(µ∆))

≤ −
K

∆

n
∑

i=1

∑

j∈Ki

[

2 −
2K

∆

]

[h(vj(t)) − h(vi(t))]
2

+

n
∑

i=1

(h(vi(t)))
2 −

n
∑

i=1

(vi(t)/(µ∆))2. (20)

Hence,V (x(t + 1)/(µ∆))−V (x(t)/(µ∆)) = 0 if and only
if h(vj) = h(vi) andh(vi) = vi/(µ∆) for all i = 1, . . . , n,
j ∈ Ki. Let R , {x(t) ∈ R

n : V (x(t + 1)/(µ∆)) −
V (x(t)/(µ∆)) = 0} ∩ R

n

+ = R2 ∩R3 ∩ R
n

+, where

R2 , {x ∈ R
n : h(x1) = · · · = h(xn)}, (21)

R3 ,

n
⋂

i=1

{x ∈ R
n : h(xi) = xi/(µ∆)}. (22)

Clearly,R2∩R3∩R
n

+ = Ess2 andEss2 is an invariant set for
quantized consensus system 2. Hence, the largest invariant set
contained inR ∩ R

n

+ is Ess2. Now, it follows from LaSalle
invariance principle thatx(t) → Ess2 as t → ∞ for every
x(0) ∈ R

n

+.
Theorem 3.2:Assume thatC = CT and rankC = n −

1. Furthermore,0 < K < ∆. Then Quantized Consensus
System 2achieves quantized consensus with respect toR

n

+.
Unlike Theorem 3.1, Theorem 3.2 achievesexact-consensus,
that is, consensus without error. It is important to note that
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Fig. 1. State evolution under an inner-signal quantized algorithm
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Fig. 2. State evolution under a distributed quantized iteration algorithm

this difference is due to the different form forQuantized
Consensus System 1and Quantized Consensus System 2.
Concretely speaking,Quantized Consensus System 1repre-
sents a discrete dynamical system with a quantized control
input of the formxi(k+1) = xi(k)+ui(k) while Quantized
Consensus System 2represents a distributed iterationxi(k +
1) = f(xi(k)) with quantized state variables.

IV. SIMULATIONS

In this section, we illustrate some simulation results for the
proposed consensus protocols. Given a connected networked
control system of 19 agent, Fig.1 shows that the system
achieve the near-consensus under the inner-signal quantized
algorithm, and from Fig.2, we can conclude that the system
achieves consensus via distributed quantized iteration algo-
rithms, which verifies our theoretical results. According to
the simulations, we make the following remark.

Remark 4.1:The Quantized Consensus System 1(respec-
tively, Quantized Consensus System 2) achieves the near-
consensus (respectively, exact-consensus) in finite-time.

V. CONCLUSIONS ANDFUTURE WORKS

In this paper, we study the quantized consensus for the net-
worked control system considering the practical information
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transmission constraint. Firstly, the inner-signal quantization
protocol is provided, and the dynamical system achieves
near-consensus which is a weaker notion compared to the
exact-consensus. However, to achieve the exact-consensus
for the networked control system, a novel distributed quan-
tized iteration algorithm is investigated in the paper. Our
further works are focused on the finite-time property of the
quantized consensus protocol and the distributed quantized
iteration algorithm, which has been displayed by the simula-
tions, also, the quantized consensus for double-integrators is
another future work since the fact that the double-integrator
is much more precise than the single-integrator to model the
practical multi-agent system.

REFERENCES

[1] R. Olfati-Saber, J. A. Fax, and R. M. Murray, ”Consensus and
cooperation in networked multi-agent systems,”Proc. IEEE, vol. 95,
2007, pp 215-233.

[2] R. Olfati-Saber and R. M. Murray, ”Consensus problems in networks
of agents with switching topology and time-delays,”IEEE Trans.
Autom. Control,vol. 49, 2004, pp. 1520-1533.

[3] Q. Hui, ”Quantized near-consensus via quantized communication
links,” 2010 Amer. Control Conf.,Baltimore, MD, 2010.

[4] Q. Hui, W. M. Haddad, and S. P. Bhat, ”Finite-time semistability
and consensus for nonlinear dynamical networks,”IEEE Trans Autom.
Control, vol. 53, no. 8, pp. 1887-1900, 2008.

[5] G. Xie and L. Wang, ”Consensus control for a class of networks of
dynamic agents,”Int. J. Robust Nonlin. Control, vol.17, 2007, pp 941-
959.

[6] J. A. Fax and R. M. Murray, ”Information flow and cooperative control
of vehicle formations,”IEEE Trans. Autom. Control,vol. 49, 2004, pp.
1465-1476.

[7] L. Schenato and G. Gamba, ”A distributed consensus protocol for
clock synchronization in wireless sensor network,”in Proc. 46th IEEE
Conf. Decision Control, New Orleans, LA, 2007, pp. 2289-2294.

[8] J. Lavaei and R. M Murray ”On quantized consensus by means of
gossip algorithm – Part I: Convergence proof,”2009 Amer. Control
Conf., St. Louis, MO, 2009.

[9] J. Lavaei and R. M Murray ”On quantized consensus by means of
gossip algorithm – Part II: Convergence time,”Proc. 2009 Amer.
Control Conf., St. Louis, MO, 2009.

[10] A. L. Fradkov, B. Andrievsky, and R. J. Evans, ”Synchronization of
passifiable Lurie systems via limited-capacity communication chan-
nel,” IEEE Trans. Circuit Syst. Part I: Reg. Papers, vol. 56, 2009, pp.
430-439.

[11] Z. Li, Z. Duan, G. Chen, and L. Huang, ”Consensus of multi-
agent systems and synchronization of complex networks: A unified
viewpoint,” IEEE Trans. on Circuits Syst. Part I: Reg. Papers, vol. 57,
2010, pp. 215-233.

[12] R. W. Beard, T. W. McLain, M. A. Goddrich, and E. P. Anderson, ”Co-
ordinated target assignment and intercept for unmanned air vehicles,”
IEEE Trans. Robot. Automat., vol. 18, 2002, pp. 911-922.

[13] J. G. Bender, ”An overview of systems studies of automated highway
systems,”IEEE Trans. Vehicle Technol., vol. 40, 1991, pp. 82-99.

[14] J. R. Carpenter, ”Decentralized control of satellite formations,”Int. J.
Robust Nonlin. Control, vol. 12, 2002, pp. 141-161.

[15] D. Zheng, Linear Systems Theory, Beijing, China: Tsinghua Univ.
Press, 2002.

[16] R. A. Horn and C. R. Johnson,Matrix Analysis, London, U.K.:
Cambridge Univ. Press, 1990.

[17] W. Ren and R. W. Beard,Distributed Consensus in Multi-vehicle Co-
operative Control Theory and Applications, London, U.K.: Springer-
Verlag, 2008.

Proceedings of the 19th International Symposium on Mathematical Theory of Networks and Systems – MTNS 2010 •  5–9 July, 2010 • Budapest, Hungary

2257




